Predictive modeling of U.S. health care spending in late life

Liran Einav1,2, Amy Finkelstein1,3*, Sendhil Mullainathan1,4, Ziad Obermeyer5

That one-quarter of Medicare spending in the United States occurs in the last year of life is commonly interpreted as waste. But this interpretation presumes knowledge of who will die and when. Here we analyze how spending is distributed by predicted mortality, based on a machine-learning model of annual mortality risk built using Medicare claims. Death is highly unpredictable. Less than 5% of spending is accounted for by individuals with predicted mortality above 50%. The simple fact that we spend more on the sick—both on those who recover and those who die—accounts for 30 to 50% of the concentration of spending on the dead. Our results suggest that spending on the ex post dead does not necessarily mean that we spend on the ex ante “hopeless.”

Only 5% of Medicare beneficiaries in the United States die each year, but one-quarter of Medicare spending occurs in the last 12 months of life (1). This fact is frequently touted as evidence of obvious waste and inefficiency. For example, an article in the New Yorker states that “...for most people, death comes only after long medical struggle with an incurable condition—advanced cancer, progressive organ failure...” or the multiple deities of very old age. In all such cases, death is certain, but the timing isn’t” (2). Likewise, the New York Times asks, “Does it make sense that older adults in their last year of life consume more than a quarter of Medicare’s expenditures...? Are there limits to what Medicare should spend on a therapy prolonging someone’s life by a month or two?” (3). In this view, a large share of health care dollars is wasted on small marginal gains for those certain to die within a short period of time (4, 5).

These common interpretations of end-of-life spending flirt with a statistical fallacy: Those who end up dying are not the same as those who were sure to die. Ex post, spending could appear concentrated on the dead, simply because we spend more on sicker individuals who have higher mortality—even if we never spent money on those certain to die within the year.

Empirically, this suggests using predicted mortality, rather than ex post mortality, to assess end-of-life spending. To this end, we draw on rich data from a random sample of almost 6 million Medicare enrollees. We apply machine-learning techniques to generate a prediction of each individual’s probability of death in the next 12 months. We then analyze spending by predicted mortality as well as by ex post mortality.

The conceptual distinction between the ex post dead and ex ante dead has been noted previously (6, 7); see also (8) for early empirical analysis. Others have attempted to predict mortality in the Medicare population and have observed that substantial prognostic uncertainty is a challenge for medical care (9–12). Our study combines these themes and examines end-of-life spending from an ex ante perspective.

We use Medicare claims data for a random sample of 20% of enrollees. Our main analysis focuses on enrollees alive on 1 January 2008 and continuously enrolled in Medicare in 2007 and all months of 2008 in which they were alive. We observe age; gender; race; Medicaid coverage (a proxy for socioeconomic status); all Medicare claims for inpatient care, outpatient care, and physician services; and all recorded health diagnoses. More details are provided in the supplementary materials, section A.

Figure 1 reproduces well-known facts about the concentration of spending at the end of life. We report results for two spending measures. The first, which we refer to as “backfilling,” follows the approach of the end-of-life literature (13). For survivors, it measures spending over the relevant time interval from 1 January 2008 going forward; for decedents, it measures spending starting from the date of death in 2008 and going backward over the same length of time. Using this approach, we estimate that the 5% of Medicare beneficiaries who died accounted for 21% of Medicare spending, closely matching prior estimates (13).

This standard analysis suffers from two related biases: We do not know who will die in a given time interval, or when, within that interval, they will die. We therefore also analyze what we refer to as “unadjusted spending,” for which we measure spending on all individuals—both survivors and decedents—looking forward from 1 January 2008. Now, the 5% of enrollees who die within the year account for only 15% of spending in that year. But even this analysis assumes that we knew who would die in the next year, an assumption we now investigate.

Our baseline analysis generates annual mortality predictions from the vantage point of 1 January 2008 by using data on enrollee demographics, health care utilization over the prior 12 months—including the level and nature of
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Fig. 1. Concentration of spending on the ex post dead. Shown are mortality rates and decedent share of total Medicare spending for various time intervals after 1 January 2008. Data are for the entire baseline sample (n = 5,631,168). Spending for survivors is measured in the time interval since 1 January 2008. For decedents, we report two spending measures: backfilled, which measures spending looking backward from the date of death for the length of the relevant interval (for example, for the 1-year measure, we measure spending over the 12 months before death), and unadjusted, which measures spending looking forward over the relevant time interval since 1 January 2008.
care and its trajectory—and health diagnoses and their trajectories over the prior 12 months. This produces thousands of potential predictors. We use an ensemble (of random forest, gradient boosting, and LASSO)—a standard and popular machine-learning technique—to generate mortality predictions. To avoid overfitting, we randomly split the data into a “training” subsample, for which we develop the prediction algorithm, and a “test” subsample, for which we apply the resulting algorithm to generate predicted mortalities. All subsequent results are for this test subsample, which is one-third of our original sample. How we construct the potential mortality predictors and the prediction algorithm is described in detail in the supplementary materials, section B. It shows that predicted mortality varies in sensible ways with individual characteristics and that our algorithm’s performance is comparable to other recent mortality-prediction endeavors.

Figure 2 shows the distribution of annual mortality predictions and illustrates one of our key findings: There is no sizable mass of people for whom death is certain (or even near certain) within the year. The 95th percentile of predicted annual mortality is only about 25%. Less than 10% of those who end up dying within the year have an annual mortality probability above 50%.

Figure 3 shows that, relatedly, individuals with high predicted mortality account for only a small share of total spending. For example, the highest-risk percentile, those with predicted mortality above 46% percent, accounts for under 5% of total spending, and 45% of these individuals are survivors. To capture a group of decedents who account for at least 5% of total spending, we must set a threshold of predicted mortality of 39% or higher. These results are based on the backfilled measure of decedent spending; when using the unadjusted measure, spending on decedents is even lower, so that a smaller share of spending above each mortality prediction threshold is accounted for by decedents.

A natural question is whether these results would change if we had better predictions, for example, made with higher quality data such as electronic medical records. The available evidence, although limited, suggests that, relative to using only (detailed) claims data, the incremental predictive power obtained from electronic medical records (14) or subjective physician predictions (15, 16) is relatively small. Moreover, such data are arguably less relevant for national policy, which needs to be based on standardized, nationally available data.

There is also the possibility of better prediction algorithms. Indeed, some cutting-edge machine-learning methods (17, 18) do better in select patient groups. To study how a hypothetical, better predictor might plausibly affect our results, we produce an artificial “oracle” predictor by adjusting predicted probabilities toward realized outcomes (i.e., increasing predictions for the dead and lowering them for survivors); our hypothetical predictor is thus a weighted average of our actual predictor and the realized outcome (death occurs or does not). If we put a weight of 0.1 on the realized outcome, this generates an area under the curve (AUC) of 0.963—a level of algorithm performance well above any in the literature—but our results do not qualitatively change: Individuals with predicted mortality above 47% still only account for 5% of total spending. This happens because, at low baseline mortality rates (i.e., annual mortality rate of 5%), models can be extremely good at identifying those at high risk (i.e., AUC can be extremely high), but the highest percentiles can still have modest absolute rates...
Fig. 4. Spending by predicted mortality. (A) Kernel density of total Medicare spending in the 12 months after 1 January 2008 against predicted annual mortality. (B) Kernel density of Medicare spending separately for survivors and decedents. Spending measures are as defined in Fig. 1. All data are from the test subsample.

of predicted mortality (under 50%). As a result, there is little concentration of spending on individuals with high absolute rates of predicted mortality. More details are provided in the supplementary materials, section C.

Nor do our conclusions change when we view the prediction task from an arguably more “decision-relevant” time point: when potentially costly medical treatment decisions are made, at hospital admission. In the supplementary materials, section D, we reestimate the prediction algorithm to generate 12-month mortality predictions at the time of hospital admission for the subsample of individuals admitted to the hospital during 2008. We use the same predictors, now measured in the 12 months before admission, as well as the admitting diagnosis. Even from the vantage point of admission to the hospital, where annual mortality is about 20%, the 95th percentile of annual death probabilities is still only 67%. Less than 4% of those who end up dying in the subsequent year have a predicted mortality above 80% at the time of admission. Even if we zoom in further on the subsample of individuals who enter the hospital with metastatic cancer—63% die over the subsequent 12 months, but they account for only 7% of annual Medicare deaths—we find that only 12% of decedents have an annual predicted mortality of more than 80%. Qualitatively similar findings hold if we look at mortality in the month, rather than year, after hospital admission.

Figure 4 shows the distribution of spending by predicted mortality and illustrates another key finding: A large share of the concentration of spending at the end of life can be explained by the concentration of spending on the sick. Decedents have higher predicted mortality than survivors and, as Fig. 4A shows, spending is increasing in predicted mortality. This simple observation goes a long way toward explaining the concentration of spending at the end of life.

Figure 4B shows the relationship between spending and predicted mortality separately for subsequent decedents and survivors. Using these estimates, we find that survivors randomly sampled from the decedents’ distribution of predicted mortality spend about twice as much on health care as a randomly sampled survivor. As a result, 30 to 50% of the concentration of spending on decedents relative to survivors would be eliminated (depending on whether the unadjusted or backfilled spending measure was used), simply by accounting for the fact that spending is higher on those with higher mortality risk. More details are provided in the supplementary materials, section E.

However, Fig. 4B also shows that, even for individuals with the same predicted mortality probability, spending is higher for those who subsequently die, particularly for individuals with the lowest predicted mortality. This may be because of ex ante differences across patients that our current prediction algorithm does not incorporate, or it may be related to the process by which individuals die or even the basic mechanics of death. More work is needed to fully understand why death remains expensive, even conditional on mortality risk.

In sum, although spending on the ex post dead is very high, we find there are only a few individuals for whom, ex ante, death is near certain. Moreover, a substantial component of the concentration of spending at the end of life is mechanically driven by the fact that those who end up dying are sicker, and spending, naturally, is higher for sicker individuals. Of course, we do not—and cannot—rule out individual cases where treatment is performed on an individual for whom death is near certain. But our findings indicate that such individuals are not a meaningful share of decedents.

These findings suggest that a focus on end-of-life spending is not, by itself, a useful way to identify wasteful spending. Instead, researchers must focus on quality of care for very sick patients—identifying the impact of specific health care interventions on survival rates and, just as importantly, on palliation of symptoms; such research should focus not just on averages but also on potentially heterogeneous impacts across different individuals (19–21).
Care Management. **Author contributions:** All authors participated in design of the study, analysis and interpretation of data, and the drafting and critical revision of the manuscript. **Competing interests:** L.E. is an adviser to Nuna Health, a data analytics start-up company that specializes in health insurance claims. The authors declare no other competing interests. **Data and materials availability:** The data used in this paper can be accessed through a standard application process described at www.resdac.org. Analysis code is available at http://web.stanford.edu/~leinav/pubs/Science2018_Programs.zip.

**SUPPLEMENTARY MATERIALS**

www.sciencemag.org/content/360/6396/1462/suppl/DC1

Materials and Methods

Supplementary Text

Figs. S1 to S9

Tables S1 to S6

References (22–39)

15 November 2017; accepted 30 April 2018

10.1126/science.aar5045
Predictive modeling of U.S. health care spending in late life
Liran Einav, Amy Finkelstein, Sendhil Mullainathan and Ziad Obermeyer

*Science* 360 (6396), 1462-1465.
DOI: 10.1126/science.aar5045

**End-of-life health care spending**

In the United States, one-quarter of Medicare spending occurs in the last 12 months of life, which is commonly seen as evidence of waste. Einav *et al.* used predictive modeling to reassess this interpretation. From detailed Medicare claims data, the extent to which spending is concentrated not just on those who die, but on those who are expected to die, can be estimated. Most deaths are unpredictable; hence, focusing on end-of-life spending does not necessarily identify “wasteful” spending.
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